MACHINE LEARNING – WORKSHEET 3

Q1 to Q15 are subjective answer type questions, Answer them briefly.

1. **Give short description each of Linear, RBF, Polynomial kernels used in SVM.**

SVM algorithms use a set of mathematical functions that are defined as the kernel.The kernels are mapping function to map the data from one space to a new space which is simpler for SVM to dealt with.The function of kernel is to take data as input and transform it into the required form. The kernel functions return the inner product between two points in a suitable feature space. Thus by defining a notion of similarity, with little computational cost even in very high-dimensional spaces. Different SVM algorithms use different types of kernel functions. These functions can be different types. For example linear, nonlinear, polynomial, radial basis function (RBF), and sigmoid.The linear, polynomial and RBF or Gaussian kernel are simply different in case of making the hyperplane decision boundary between the classes. Usually linear and polynomial kernels are less time consuming and provides less accuracy than the rbf or Gaussian kernels.

1. **R-squared or Residual Sum of Squares (RSS) which one of these two is a better measure of goodness of fit of model in regression and why??**

Ans: Regression is a measurement that helps determine the strength of the relationship between a dependent variable and a series of other changing variables or independent variables.

R2 represents the proportion of the variance in your data which is explained by your model; the closer to one, the better the fit.

The residual sum of squares (RSS) is the sum of the squared distances between your actual versus your predicted values. A residual sum of squares (RSS) is a statistical technique used to measure the amount of variance in a data set that is not explained by a regression model.

R-squared will give you an estimate of the relationship between movements of a dependent variable based on an independent variable's movements. It doesn't tell you whether your chosen model is good or bad, nor will it tell you whether the data and predictions are biased. A high or low R-square isn't necessarily good or bad, as it doesn't convey the reliability of the model, nor whether you've chosen the right regression. You can get a low R-squared for a good model, or a high R-square for a poorly fitted model, and vice versa but RSS gives you a clear idea about how good or bad your model is.So RSS is a better measure of goodness of fit of model in regression

1. **What are TSS (Total Sum of Squares), ESS (Explained Sum of Squares) and RSS (Residual Sum of Squares) in regression. Also mention the equation relating these three metrics with each other.**

Ans:

* **Explained sum of squares (ESS):** Also known as the *explained variation*, the ESS is the portion of total variation that measures how well the regression equation explains the relationship between *X* and *Y*.

You compute the ESS with the formula
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* **Residual sum of squares (RSS):** This expression is also known as *unexplained variation* and is the portion of total variation that measures discrepancies (errors) between the actual values of *Y* and those estimated by the regression equation.

You compute the RSS with the formula
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The smaller the value of RSS relative to ESS, the better the regression line fits or explains the relationship between the dependent and independent variable.

* **Total sum of squares (TSS):**

The sum of RSS and ESS equals TSS.
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*R*2 is the ratio of explained sum of squares (ESS) to total sum of squares (TSS):
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You can also use this formula:
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Based on the definition of *R*2, its value can never be negative. Also, *R*2 can’t be greater than 1, so
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1. **What is Gini –impurity index?**

Ans: Gini index or Gini impurity measures the degree or probability of a particular variable being wrongly classified when it is randomly chosen. But what is actually meant by ‘impurity’? If all the elements belong to a single class, then it can be called pure. The degree of Gini index varies between 0 and 1, where 0 denotes that all elements belong to a certain class or if there exists only one class, and 1 denotes that the elements are randomly distributed across various classes. A Gini Index of 0.5 denotes equally distributed elements into some classes.

1. **Are unregularized decision-trees prone to overfitting? If yes, why?**

Ans: Over-fitting is the phenomenon in which the learning system tightly fits the given training data so much that it would be inaccurate in predicting the outcomes of the untrained data.

In decision trees, over-fitting occurs when the tree is designed so as to perfectly fit all samples in the training data set. Thus it ends up with branches with strict rules of sparse data. Thus this effects the accuracy when predicting samples that are not part of the training set.

One of the methods used to address over-fitting in decision tree is called pruning which is done after the initial training is complete**. In decision trees regularization can be done by pruning the tree.** If left to its own device the tree can continue to fit till each data point is a different leaf in the tree. This obviously will not generalize well so you have to put in different criteria to stop splitting the nodes beyond a point. This can be done by specifying how many minimum data points are needed at each node for splitting In pruning, you trim off the branches of the tree, i.e., remove the decision nodes starting from the leaf node such that the overall accuracy is not disturbed. This is done by segregating the actual training set into two sets: training data set, D and validation data set, V. Prepare the decision tree using the segregated training data set, D. Then continue trimming the tree accordingly to optimize the accuracy of the validation data set, V.

1. **What is an ensemble technique in machine learning?**

Ans: One of the major tasks of machine learning algorithms is to construct a fair model from a dataset. The process of generating models from data is called learning or training and the learned model can be called as hypothesis or learner. The learning algorithms which construct a set of classifiers and then classify new data points by taking a choice of their predictions are known as Ensemble methods.

It has been discovered that ensembles are often much more accurate than the individual classifiers which make them up. The ensemble methods, also known as committee-based learning or learning multiple classifier systems train multiple hypotheses to solve the same problem. One of the most common examples of ensemble modelling is the random forest trees where a number of decision trees are used to predict outcomes.

An ensemble contains a number of hypothesis or learners which are usually generated from training data with the help of a base learning algorithm. Most ensemble methods use a single base learning algorithm to produce homogenous base learners or homogenous ensembles and there are also some other methods which use multiple learning algorithms and thus produce heterogenous ensembles. Ensemble methods are well known for their ability to boost weak learners.

1. **What is the difference between Bagging and Boosting techniques?**

Ans: Bagging and Boosting are both ensemble techniques, where a set of weak learners are combined to create a strong learner that obtains better performance than a single one.

Bagging tries to implement similar learners on small sample population and then takes a mean of all the predictions. In generalised bagging, we can use different learner on different population as this can help in reducing variance error.

Boosting is an iterative technique which adjusts the weight of an observation based on the last classification. If an observation was classified incorrectly, it adjust the weight of this observation. Boosting in general decreases the bias error and build strong predictive models, however they may overfit on training data.

1. **what is out-of-bag error in random forests?**

Ans: Random forests technique involves sampling of the input data with replacement (bootstrap sampling). In this sampling, about one third of the data is not used for training and can be used to testing. These are called the out of bag samples. Error estimated on these out of bag samples is the out of bag error.

1. **What is K-fold cross-validation?**

Ans: Generally we perform training on the 70% of the given data-set and rest 30% is used for the testing purpose. The major drawback of this method is that we perform training on the 50% of the dataset, it may possible that the remaining 50% of the data contains some important information which we are leaving while training our model i.e higher bias.

This drawback can be overcome by cross validation technique in which we train our model using the subset of the data-set and then evaluate using the complementary subset of the data-set, by doing this we train our model with all the data in subsets

In **K-Fold Cross Validation**, we split the data-set into k number of subsets(known as folds) then we perform training on the all the subsets but leave one(k-1) subset for the evaluation of the trained model. In this method, we iterate k times with a different subset reserved for testing purpose each time.

1. **What is hyper parameter tuning in machine learning and why it is done?**

Ans: A Machine Learning model is defined as a mathematical model with a number of parameters that need to be learned from the data. By training a model with existing data, we are able to fit the model parameters.

However, there is another kind of parameters, known as Hyperparameters, that cannot be directly learned from the regular training process. They are usually fixed before the actual training process begins. These parameters express important properties of the model such as its complexity or how fast it should learn.

Some examples of model hyperparameters include:

The penalty in Logistic Regression Classifier i.e. L1 or L2 regularization

The learning rate for training a neural network.

The C and sigma hyperparameters for support vector machines.

The k in k-nearest neighbors.

Models can have many hyperparameters and finding the best combination of parameters can be treated as a search problem. Two best strategies for Hyperparameter tuning are:

**GridSearchCV,RandomizedSearchCV**

1. **What issues can occur if we have a large learning rate in Gradient Descent?**

Ans: Gradient descent is an optimization algorithm used to minimize some function by iteratively moving in the direction of steepest descent as defined by the negative of the gradient. In machine learning, we use gradient descent to update the parameters of our model. Parameters refer to coefficients in Linear Regression and weights in neural networks.

Let's understand with an example of mountain adjoining a sea surface

Starting at the top of the mountain, we take our first step downhill in the direction specified by the negative gradient. Next we recalculate the negative gradient (passing in the coordinates of our new point) and take another step in the direction it specifies. We continue this process iteratively until we get to the bottom of our graph, or to a point where we can no longer move downhill–a local minimum

The size of these steps is called the learning rate. With a high learning rate we can cover more ground each step, but we risk overshooting the lowest point since the slope of the hill is constantly changing. With a very low learning rate, we can confidently move in the direction of the negative gradient since we are recalculating it so frequently. A low learning rate is more precise, but calculating the gradient is time-consuming, so it will take us a very long time to get to the bottom.

1. **What is bias-variance trade off in machine learning?**

Ans: We need to understand what variance and bias are in a machine learning model

**Bias:** Bias is basically how far we have predicted the value from the actual value. We say the bias is too high if the average predictions are far off from the actual values. A high bias will cause the algorithm to miss a dominant pattern or relationship between the input and output variables. When the bias is too high, it is assumed that the model is quite simple and does not fathom the complexity of the data set to determine the relationship and thus, causing underfitting.

**Variance:** On an independent, unseen data set or a validation set. When a model does not perform as well as it does with the trained data set, there is a possibility that the model has a variance. It basically tells how scattered the predicted values are from the actual values. A high variance in a data set means that the model has trained with a lot of noise and irrelevant data. Thus causing overfitting in the model. When a model has high variance, it becomes very flexible and makes wrong predictions for new data points. Because it has tuned itself to the data points of the training set.

Let us also try to understand the concept of bias-variance mathematically. Let the variable that we are predicting to be Y and the other independent variables to be X. Now let us assume there is a relationship between the two variables such that: Y = f(X) + e

In the above equation, Here e is the estimated error with a mean value 0. When we make a classifier using algorithms like linear regression, SVM, etc, the expected squared error at point x will be:

**err(x) = Bias2 + Variance + irreducible error**

We can put the relationship between bias-variance in four categories listed below:

**High Variance-High Bias – The model is inconsistent and also inaccurate on average**

**Low Variance-High Bias – Models are consistent but low on average**

**High Variance-Low Bias – Somewhat accurate but inconsistent on averages**

**Low Variance-Low Bias – It is the ideal scenario, the model is consistent and accurate on average.**

Finding the right balance between the bias and variance of the model is called the **Bias-Variance trade-off**. It is basically a way to make sure the model is neither overfitted or underfitted in any case.If the model is too simple and has very few parameters, it will suffer from high bias and low variance. On the other hand, if the model has a large number of parameters, it will have high variance and low bias. This trade-off should result in a perfectly balanced relationship between the two. **Ideally, low bias and low variance is the target for any Machine Learning model.**

1. **What is the need of regularization in machine learning?**

**Ans**: Regularisation is a technique used to reduce the errors by fitting the function appropriately on the given training set and avoid overfitting.

The commonly used regularisation techniques are :

L1 regularisation, L2 regularisation, Dropout regularisation

A regression model which uses **L1 Regularisation**technique is called **LASSO(Least Absolute Shrinkage and Selection Operator)** regression.  
A regression model that uses **L2 regularisation** technique is called **Ridge regression**.  
**Lasso Regression** adds “absolute value of magnitude” of coefficient as penalty term to the loss function(L).

![https://media.geeksforgeeks.org/wp-content/uploads/20200705212608/L1regularisation1-300x23.png](data:image/png;base64,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)

**Ridge regression** adds “squared magnitude” of coefficient as penalty term to the loss function(L).
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**NOTE** that during Regularisation the output function(y\_hat) does not change. The change is only in the loss function.

The output function:  
![https://media.geeksforgeeks.org/wp-content/uploads/20200705215755/outputy_hat1-300x19.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASwAAAATCAQAAACAL/gyAAAABGdBTUEAAYagMeiWXwAAAAJiS0dEAP+Hj8y/AAAAB3RJTUUH5AcFEBs3yVIS8wAADdBJREFUaN7tmnl8leWVx7/nuUs2IAlLCNEIBIIQQpL7RlmsK464AlqpdZnWIipuo5W2005VamfqjEvrYO1H3Dt+nI+OUtHPKFhxq6IIQu4SAglLCBAIBEgIYJK7ve+ZP3JzCZiAxPTD/OHvr/u8z3vOc5bnPc8557lCAhYUM9xZFozxHb7DCaO0v7lUCkjRFwP1AO6Oxz6hSB7mVNPf90bgu631HU4YmibFcgPoqx3jxMZiDP/KSq3mVon63go4J1vMY6PcreN1Y6D9JEuBFhDx7+xDjqKFtPj3nFy9eoY1hIG6MaDdzVXu8T0uUwmzu2NsEs/H8rY+br+p87VAUk62AseDDuY3nHbSpTDcxMw+5ejlHi442Xr1DLmAe3D1OJvPCF1NW8coEbHCb6PVCsWr7DVp9slW4Lgw0j8Za08mMkjtU35CBv+PP2tNpZ/0PF1CGv5t8Y6B22colnNp1KW0gjcVi1oae7NsmUfOkjLWOsuDsVJcwxmqfqM6jYH24lA3x5blVp9MIs57GpULyeYzCVR860PYJ4ySC2nTJYFm8PWXUqqkRU/nYn2rZXvd16UWOVWmMpDVGpLvUUStfFDR+nfyzLdAmZEJci4N+m6gDXyDZKz6TVjPoNxZFGw6Di2SJ1MZSoVWyGSK2c4y/6G+la/EMIk2vCPuHBHXD51at5RyBwF5AFgEMok/cx+vdhEq1eRKt9FBI3ZDKBndfCIXcQU75ElzA0FXijzIKGeGuuVfyDdB1h1N7XPpTC5iGRfKtdRrSC6Ta7mahm+roOTzM9bJ3QxigQ+5TB7T6/Uz+SH3ERvwNEflB0VIIfcSolX+SIj96pifcyvv9K3R+wKmmLsIyoM4vOkTcxNzdIZul9uYZepZcizKIqSAeWygSR6XkB7UNvMr7mJR38rnzpJSMrmMxZwlPzB3upnLe9Txa0bAeNEpku5s70ogxTKf/t3y2ia/PBzbZCDf14UyjlMYDJLDRIImwlf6jtxhXAAluAQNdBKMlpn677Eaj/IjgrJYruSAJsKoTwR/tyni8WC5uJoqfZ+7GAXilbOxZa+i78vN4nVxOukioupoCICUdJmrn9iLXEO5S8qdWWY2bRoGKMMYVdVg39q/l7C8XM9S3Sm/ZjhIBmdzQPYT1XfkEvECjMWbbjzqmNaAA6VGMoyDiYTXxVJSZY5W2C+7MrmTycwyV9Gu7d3SpBvtoOmFiPkU8IXeH6lL2WyWcJ0bm8/kR3jED+50ymmgtuv7ulbv7iFhi+i+LqMctshm+RmN1IFTaHL1y3i4Uq0lnK9NJcakS65MZSk7Eu+P1r+xMY43n4guMdu4xflK904QV5pkylQ2sObIxcpTdLQmMhodwgAt8nXmN1GtDSZSRlIYwCtmIsN0FTj9XWfoJm0IYIX4G9uFjHzOIV9aXZ9a6/w26GDaeS9kl2eTrYt1K0/qy87mcjSbsykUEb/vi0C4i4OFfB2SkEIkB/WVdxqKnYFepBCWYYRmJ1h4ZRAjkhwd3Z485AYQY4WZg5sA6FAZp8vjzZWOtZw1uhMgLUX+kUulv85nBZhhMk+KdKv3OfyaBbwTiltZDNQP7c3u5/QtZxNAmleu5XLJ1t/yCZgcmScTtN77HKu7yDdYT6MzsRrBQLV8nadUc3zb2kTqMgFK6KfPm7r1+BSPjHdzP8LFugk/uAbLePXr3q6KByNs/UYWquVJ8pjMB+wAOZM4gUoFPFrLfpNvZlMg52qoc2PZH+NUOqUpWib7tKbCphqgrJ/MkUK5Qn939MbSHB4wuYmBl0L5RWf9oS3clzxq21lAnMtoZAWY0xjJ89oOGG1ls+bLz1nBcpnFHP2F78OAOg3yaOQQ6FhJZ3UwSgMN4EuXu2lhBZPlCZ7xPROIJ8XwcoOZljT0KCJidQqoL/FfJ76xSOVmMyXB0VDIaJmamInpQhYnfu/n93iYxgaCIOMYwspKG3DpXuoBnIhZLFOZIrf6/IGwvcv9pp7iPK5bwd5nHokcAsaQyZehCI2d54wTlTfNBZwlt/m+DLTbe9xv6HDnD7rlCPnONXcmA8tQsuWxRDqhusL1ULIG9Eg5B6mqAKSANI24/futMynmWW0pgtPJ5YvgEVWhlUlRDxVYq1YFop0Df5Ro+UQGsCwWKU2lnF1aC6DFbJQ2djsLzQSmHCaubANwDZQyNtiNYLlVAjHa9RUGMunri2mD3NGpoObKn/R+qUlMORxISqEcsAo4g89pAIpJwx+Ngw4T0Xq5jEk84a+1tsgUuZ3PCFfGOQhlRibTqpVgiXqJyEi5Un/lX+nzM1Zu4387XAegUfkTzycGht9qgyw8bI9ebCu0XR5OVoIp/F6Xy+vJyWSC7bc5YE1mHE/FDpS68BHrOMu1UJq0CSCElc4efVFuMBNLPw05Vj9WhzfXKKzt1HEiUQ0kdIwGFEJYabTos3KTmVL6Ucix+uEPb6w5IgnRpbI8ObhGz5N76PzMIpIsySSFYq1zGqDMxZm4We0eDwVk6ppWTTWUoQSOUrxAfir9ujVJvcynSzNvIDpBDmnlWqwBMkI36l4oSZeJ/NkPERqtgq6psy9LvLqPQobroj3RMtHLpZ1lQZu9Phfd1IYBm+bkZvcQpbliL90jjyGskghIES3UrGcMTGKDc9C9W6s1DtrKAcnEQGmKa5A2STrl1FEPOlKm85S0EtJ2iMc8+8jo2tcLKIc63W0Z2vmqJynGS0o/J3ogUgf4UvG0fbVBAXwZaEtbXVeOB5N6pRLmUPccB0IB/XTlWiyPjGMX26DEzdmsdmKdnmK3vM50bjRrCtspZU3HFin1ugZrs3g5kx1sBc2XWTxFGEBHsk9e0unyE7OqsJVSQjVH5baBMMlUwDpEWPf6492I56K/hEw7yCC5gFredUdJ8RCW5jTMIP5B650jAyH2WvdcNXSHuB5RsmaBEtaIheZKjlRJrERcZxFnw9dJfVnyBAN1rpzPAGpyIVdmsJC+QlxbHS1N09ESpbWA9CFyLgtCTvknuqq9bSQyRgr1BSI+kdlyu87TiIzjw9aDJV65mrDask3vjIZH4slhsq7pXfMlZaz8h1mf9RCtVoY8wOiM+awHa6g8quHsB+pOuLueBUqUdtABMoI2CRfgGiWF/HdIAYqQYq2ijte4XUoyqhiqiVzZdZ3cy/26W0qpaG0p8cgM3B1lUhEyQdexXV5lnpRnVJCnb/fS4jEaECh1yXQKnPnUuqOwnkbOd8W5Ts7mdWk5kqIyTss3470F62NmyjUsl+u0XorMVHHxA57Ttq+/KxlSpm1mGj6qmWh2yVV8aYd6qdRR0FoJMcPUUko/RWZkreRK/LoBKmxaS0nN5V79iBds2yUUcZqMpURryMuYJCWcog+HnWpoBV8GtxHjd3bvOj7DuVCG6gJaNV0uYAwvsh50iEyViC7ghDfWFqwQdVxjtTFN2+RUuTRrK9eyRBMNmpQURrJMbP7C9dwoT6La+UGMYwSj5RLdKIMzJstYTtdHw3GAFC8FLBeHxfyYG2UvLt3VO5s7YfOGzOU8dy5z9Al9ZZftzsSpMndzHheThqOfxyPfwqUf8VOmMIOVzh/MFXIxTfqM+oPdCdIoD8g55PIbx8iVcrmucpaG+ujy29ktdzOd6TTrXYzlHC4noEsDNsAoTK7cp3X8UdtsEZWFHCSXd9QvV8l0beCR5t3bgHJiaTJXh3OvU4+LXtxFOCvNHbJbmsHZL7+SfL4AcDbLPaLUnTg/cGrMXKZxNfXObPM9sRjDu/pR8l43B482VGBtZpH8mEbqTMKT+gIRBvOhPqQz5QrdzaPN9ds6pgaTyo4KrG38j9xKPdtNL+9fg45vMTGZqlHm28tDEXC7JstcFjkPkmb+k1r9aG2v+kcdCETH/DXtA5dLY0Gn7Gnjcez6ePdN4WC8+G3PX3Ha4s2csk4kHjuhdWPaoOGeJkNKdckGl0dsJ65bXO9DOFatACPJzONeqpzXTJq52fu0PzKu2vugMfFYg+YtdLudeMzeBozE6ee+hSznfmlxzeYterpo3sP+Hk3dwssJeeJ8nJQtnKzzuoND4+GM6+vO86wu8rvcxNW2X3O9qU5bfEPSanI6O0wb+OO+V+Qa+Yne4iS2XHiT99+MsWM7ddizHk+njgBSSKO0gj/ue12ulZv0DufYn9ABdmsPfgq0Wa/rW44TiVUD4DY/5PvOCtRcIufoI7r1BNzbDTZCvKNqCDp0iX2Wm2zySCPPyrGbQjZUKYmKcm+XSOUTyeYUSdeh1jCnOdhD9JQm55fOPo6Bys7Vk6sAZObxGGNJdY8jRxvVgWo6a5wm+3BcGpAu8+QG/dT9z6RpjvbQoxbHeVr79F5VYs5jeoyYESPUKaUeYV2X5jGTjU4qbcAmXSxXsSmYmO2iYxefWC4dxkx2OinEgVr9i1xPTZBj4gPn85419h8hk1v9lNJkbuNKXSCvBv9OF9DOYDObfP2Sixgjzx2u746G7XXPYpzWMIp/kpe6S/sBKpzOP2ecCLKQ8ZLNfsYByJKeDzjJlfHUy0gA+eJwM+MoKeg5XvUOFcq+3tBJNjeTQ5qUsQICjvWytuhxsjjJ5CbyyJQz+AQCjvWKth8vw/K3fvOWiljperH4OKgfUBWLV/WtpZIoE+Pp/O3Egj0eexNweyTRftR43/4vbBCnuczhjlwcu6KHN0vF7Uk2QW3iFcflfXJRLtphXdtvA1iCsY9TC/WG5kTwf1GpI+WnJ9qZAAAAAElFTkSuQmCC)

1. **Differentiate between Adaboost and Gradient Boosting**

**Ans**: The basic idea of boosting (an ensemble learning technique) is to combine several weak learners into a stronger one. The general idea of boosting algorithms is to try predictors sequentially, where each subsequent model attempts to fix the errors of its predecessor.

Adaboost is more about ‘voting weights’ and Gradient boosting is more about ‘adding gradient optimization’.

AdaBoost stands for Adaptive Boosting. Adaboost increases the accuracy by giving more weightage to the target which is misclassified by the model. At each iteration, Adaptive boosting algorithm changes the sample distribution by modifying the weights attached to each of the instances. It increases the weights of the wrongly predicted instances and decreases the ones of the correctly predicted instances.

Gradient boosting calculates the gradient (derivative) of the Loss Function with respect to the prediction (instead of the features). Gradient boosting increases the accuracy by minimizing the Loss Function (error which is difference of actual and predicted value) and having this loss as target for the next iteration.

Gradient boosting algorithm builds first weak learner and calculates the Loss Function. It then builds a second learner to predict the loss after the first step. The step continues for third learner and then for fourth learner and so on until a certain threshold is reached.

1. **Can we use Logistic Regression for classification of Non-Linear Data? If not, why?**

Logistic regression is considered a generalized linear model because the outcome always depends on the sum of the inputs and parameters in other words, the output cannot depend on the product (or quotient, etc.) of its parameters. Logistic regression is an algorithm that learns a model for binary classification. A nice side-effect is that it gives us the probability that a sample belongs to class 1 or vice versa: class 0. Logistic Regression has traditionally been used as a linear classifier, i.e. when the classes can be separated in the feature space by linear boundaries. Logistic regression has traditionally been used to come up with a hyper plane that separates the feature space into classes. But if we suspect that the decision boundary is nonlinear we may get better results by attempting some nonlinear functional forms for the logit function. Solving for the model parameters can be more challenging but the optimization modules in scipy can help.